
Independent and Paired Samples T-Tests
The independent-samples t-test and the paired-samples t-test are two versions of the same
statistical model. Both of them measure differences between two groups of subjects. For
example: Do men and women differ in their salaries? Do athletes and non-athletes differ
in life expectancy? Is the “freshman fifteen” real (i.e., do students entering their freshman
year differ in bodyweight from students exiting their freshman year)? If you want to know
whether there’s a difference in your sample (the exact people you measured), just look at
the mean values. That’s all you need to know. The t-test tells you much more than this.
It is an inferential statistic. It makes inferences about the larger population. Using only
the data in your sample, what can you infer about differences in the larger population?



Independent and Dependent Variables in a T-Test
Your independent (or “grouping”) variable must be dichotomous (categorical with exactly
two categories, e.g., male or female). You can only measure the differences between two
groups. If you want to compare more than two groups, you have to use ANOVA for that.

Your dependent variable must be continuous (can take on any number of values, e.g.,
salary or body fat percent or GPA). If you want to measure differences in categorical
data, you have to use a chi-squared test for that.



Independent-Samples vs. Paired-Samples
In an independent-samples t-test, you’re evaluating two groups that are independent of
each other. Males vs. females. Dogs vs. cats. People taking a drug vs. people taking a
placebo. Males don’t become females; dogs don’t become cats; the placebo folks never
take the drug. The samples you’re comparing are independent. There’s no overlap.

In a paired-samples t-test, you’re comparing the same group of subjects at two different
times. If it’s a drug trial, you measure the subjects’ blood levels of some biomarker before
taking the drug and then measure it again afterward. Same subjects measured pre and post.
Is there a difference? Or the freshman fifteen: same students measured pre and post.



The Origin of T-Tests

Gosset was a Guinness employee who invented the t-test 
to improve beer.  Should we produce our beer by way of 
assumption or should we employ cold, objective statistics?
Gosset went with math. But (as the story is told), Guinness 
had an “employees can’t publish” policy. So he published 
his formula under a pseudonym: Student. Thus, it is often
called “Student’s t-test” in the literature.



The Origin of T-Tests

The journal (Biometrika) was 
established in 1901 by Francis 
Galton (Darwin’s half-cousin), 
Karl Pearson (born Carl, but 
adored Karl Marx enough to
change the spelling), and 
Raphael Weldon (the
least interesting of 
the three).



The Value of a T-Test
It’s a very crude test. Do two normally distributed data sets differ? That’s all it tells you.
It controls for nothing. Sometimes that’s good enough. Sometimes t-tests are your final
statistical models. But usually those outputs are only used as introductory descriptions of
your sample. When you don’t control for any confounding variables, the only question
you can ask is: Is there a difference between group A and group B?
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The Value of a T-Test
Consider this phenomenon:

Group A: Lots of money.
Group B: Very little money.

T-Test: Group A lives longer.

Does money itself explain the
difference in lifespan or is there
more to the story?



The Value of a T-Test
Consider this slightly-more sensitive phenomenon:

Is there a difference in wages between
men and women: yes or no?

Is that a useful question to ask?
Equal Pay Act was signed by Kennedy on
June 10, 1963. Beginning June 11, 1964,
there must be differences in work to justify
differences in pay.



The Value of a T-Test
According to a t-test, there’s a difference, but what might the t-test fail to tell us?



The Value of a T-Test
Consider: It is illegal (fines and risk of jail) to hire unauthorized immigrants and yet:

Illegal workers account for ~6% (~8 million) of the American workforce.



The Value of a T-Test
Also consider: even marginal savings export jobs:



The Value of a T-Test
One wonders: If we could hire Americans and legally pay them 22% less,

why would employers hire anyone who wasn’t a woman?
A t-test tells us this is the case and yet men still exist in the
workplace. I’m confused.



The Value of a T-Test
The wage gap exists in every country:



The Value of a T-Test
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The Value of a T-Test



Why Do We Use T-Tests?
We need to note and define
differences in our samples
before using more precise
statistics (e.g., regression)
to explain those differences.
The results of the t-tests
will appear in Table 1. In
the far left column are the
values from frequencies
and descriptives.



Why Do We Use T-Tests?
The results of your t-tests
will fill this geography in
your Table 1.

It is a comparison of two
subsamples (e.g., men and
women). Do they differ in
a continuous variable (e.g.,
age, BMI, GPA, etc.)?



The Outputs From T-Tests
Mean

Standard Deviation

T statistic

P-Value

Test	scores	are: 67,	 70,	 78,	 83,	 86,	 86,	 89,	 92,	 94,	 95

Mean	=	840	÷ 10	=	84.0



The Outputs From T-Tests
Mean

Standard Deviation

T statistic

P-Value

Test	scores	are: 67,	 70,	 78,	 83,	 86,	 86,	 89,	 92,	 94,	 95Test	scores	are: 67,	 70,	 78,	 83,	 86,	 86,	 89,	 92,	 94,	 95
Standard	deviation	is	the	square	root	of	the	variance	of	those	scores.

Mean	=	840	÷ 10	=	84.0

Distance from 84:        17      14      6       1  2       2      5       8       10    11

Standard deviation is not the average distance from the mean,
as in: 67 is 17 from84, 70 is 14 from 84, 78 is 6 from 84, and so on.
The average of those distances is 7.6. That’s not the standard
deviation. Rather, it is the square of the root of the variances.
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but	it	isn’t	always	the	same)

Mean	=	840	÷ 10	=	84.0

Population	standard	deviation:	

√84	=	9.2
This is the number to use if you’ve tested everyone 
in the population.



The Outputs From T-Tests
Mean

Standard Deviation

T statistic

P-Value

Test	scores	are: 67,	 70,	 78,	 83,	 86,	 86,	 89,	 92,	 94,	 95Test	scores	are: 67,	 70,	 78,	 83,	 86,	 86,	 89,	 92,	 94,	 95
Standard	deviation	is	the	square	root	of	the	variance	of	those	scores.

(67 –84)2 =	289 (86 –84)2 =	4
(70 –84)2 =	196 (89 –84)2 =	25
(78 –84)2 =	36 (92 –84)2 =	64
(83 –84)2 =	1 (94 –84)2 =	100
(86 –84)2 =	4 (95 –84)2 =	121

Sample standard	deviation:
289	+	196	+	36	+	1	+	4	+	4	+	25	+	64	+	100	+	121_______________________________

9

=	83.333333333333

Mean	=	840	÷ 10	=	84.0

Sample	standard	deviation:	

√83.33	=	9.7
This is the number to use if you’ve tested a sample 
of subjects from the population.



The Outputs From T-Tests
Mean

Standard Deviation

T statistic

P-Value

Don’t memorize how it is
calculated.  Just understand
that standard deviation is a 
measurement of the spread 
of values in a dataset from 
their mean value.



The Outputs From T-Tests
Mean

Standard Deviation

T statistic

P-Value

The t-statistic is a ratio of signal-to-noise. A value > 1 means you
have more signal than noise; a value < 1 means you have more
noise than signal.



The Outputs From T-Tests
Mean

Standard Deviation

T statistic

P-Value

The t-statistic is a ratio of signal-to-noise. A value > 1 means you
have more signal than noise; a value < 1 means you have more
noise than signal. Signal: difference in means.



The Outputs From T-Tests
Mean

Standard Deviation

T statistic

P-Value

The t-statistic is a ratio of signal-to-noise. A value > 1 means you
have more signal than noise; a value < 1 means you have more
noise than signal. Noise: how scattered the data are, i.e., what do the
bell-shaped distributions look like?



The Outputs From T-Tests
Mean

Standard Deviation

T statistic

P-Value

The t-statistic is a ratio of signal-to-noise. A value > 1 means you
have more signal than noise; a value < 1 means you have more
noise than signal.

Signal = difference in means.



The Outputs From T-Tests
Mean

Standard Deviation

T statistic

P-Value
If the null hypothesis is true (no difference between the two
groups), there is a p-value% chance you would have
observed a difference of the magnitude you observed or
something more extreme than that in a sample that size.



Conducting an Independent-Samples T-Test



Select Independent-Samples T-Test from the menu bar.



In the left box, you will find every variable in your dataset.



Select your “Grouping Variable” (dichotomous independent
variable). This will separate your sample into two subsamples
for comparison.



Click “Define Groups” and enter the coded values for each.



You’ve probably coded it as either 0 and 1 or as 1 and 2. Enter
those values into the Group 1 and Group 2 boxes. Then click
Continue.



Now select the dependent variables. As many as you want.
But you cannot compare categorical variables; every dependent
variable must be continuous.



Continuous variables are coded as “Scale” (icon of a ruler).
Drag over every continuous variable of interest. Then click OK.



Independent-samples t-tests have two
outputs. The first (“Group Statistics”)
provides means and standard deviations
for the subgroups. In this case, men and
women are compared across six health
outcomes.



The first “Sig.” column (“Levene’s Test for Equality of Variances”)
tells you whether the variances of your two populations are equal.
This is called homoscedasticity. And a significant p-value means
you don’t have homoscedasticity.

The second output contains
the significance. There are
two Sig. columns though.
You report the second one.



If Levene’s test is passed (i.e., p>0.05, i.e., you do have equality of
variances), then you use the top “Sig. (2-tailed)” value. If Levene’s
test is not met, you use the bottom value. The reportable p-values
are highlighted above.

How to select the correct
p-value:



Let’s look at another example. Here, we are comparing blood pressure outcomes
between men and women:



The output tables show no significant difference between men and
women in systolic pressure (p=0.248), but did find differences in
diastolic pressure (men are 3.46 mmHg higher; p<0.001) and in
mean arterial pressure (men are 2.85 mmHg higher; p=0.001).



Here’s another output. Smoking status. It is coded as either 0
(doesn’t smoke) or 1 (does smoke). The labels for smoking status
were not created in the variable view in SPSS, so they’re displayed
as actual values entered.



The means and standard deviations from the first output will go in
the Men and Women columns (or whatever your two subsamples
are) and the appropriate significance is placed in the Sig. column.



Conducting a Paired-Samples T-Test



Select Paired-Samples T-Test from the menu bar.



This menu will appear. In the left box is every variable in your
dataset. In the right box, there is no grouping variable. You
must select two variables from the left column to compare.



Example: pre-intervention bodyweight and post-intervention
bodyweight.



Move both of those variables to the right. This is how to
compare the subjects’ mean bodyweight before the intervention
to the mean bodyweight afterward (same exact subjects).



Move over every variable of interest, but make sure you also
move its corresponding variable. Pre-BMI compared to post-
BMI. Pre-fat% compared to post-fat%. Etc.



The top right output
provides the means and
standard deviations of
each condition (pre and
post).

The Top left output has
bivariate correlations of
the paired samples.

The bottom output has
the significance of the
difference.



Results: from pretest to
posttest, BMI decreased
0.32 points (p=0.020),
weight decreased 1.99lb
(p=0.027), and body fat
percent was unchanged
(p=0.331).



In the outputs for both types of t-test,
there is a 95% confidence interval (CI).
Being inferential statistics, we are
making inferences about the population
the tested subjects were sampled from.
The 95% CI is a range of values that
you are 95% sure the true population
value falls within. Independent-samples
example: We’re 95% sure men have
higher diastolic blood pressure by 1.14
to 4.57 mmHg in the larger population.
Paired-samples example: We’re 95%
sure the exercise program tested elicits
a loss of 0.24 to 3.73 lb from beginning
to end.

Independent-samples t-test:

Paired-samples t-test:



That’s everything you need to know for independent-samples and paired-samples t-tests.


