Poisson and Negative Binomial Regression

Prediction models. But not for continuous or dichotomous outcomes. In these analyses,
your dependent variable is a frequency of some event. How many times did some specific
thing happen over a specified period of time? Relatively small counts. How many points
were scored in the hockey game? How many visits to the hospital in a year? How many
times did you go to the gym this month? That sort of thing.




Before running your Poisson:

Linear regressions are way easier and faster to run. And they give you similar information.
So 1t’s not a bad idea to explore a phenomenon first by using linear regression

before throwing away those outputs and running that
same model as a Poisson or negative binomial regression... you know, so it’s accurate.

Once you have your model worked out, you should examine the dependent variable a bit.



Evaluating your dependent variable:

This example will use hospital data, evaluating the frequency of older patients being
admitted for fall-related injuries. The dependent variable will be the number of falls
experienced over a specified period of time.

It 1s important to analyze your dependent variable ahead of time so you know which
model 1S most appropriate.
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This box comes up. LESK Explore

Dependent List:

Statistics...
-1 Subject Number
Admission_Date Plots...

Every variable in your & Avg temp between 6:54am and 6:54pm h... '
database 1s in that left & Light_snow_today N options...

&5 Heavy_Snow_today

% Light_Snow_last_48hr
COlumn ﬁ) Heavy_Snow_last_48hr
&) Heavy_Snow_yesterdayNotToday
&5 Any_snow_yesterdayNotToday Factor List:
&5 Rain_today
f Avg wind speed between 6:54am and 6:5...
{l Admission_Month
&5 Admission_Season >
Discharge_Date
f Length of Stay [LOS]
&5 Where the patient came from [Where_patie...
&) Did the patient come from home? [Came_f...
&5 Sex [Sex] Label Cases by:

& Age ]
~Display
© Both | Statistics | Plots
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Drag any dependent variables you o o Explore
might use in the regression models Dependent List: Statistics...
. . {lSubject_Number f Num_of_Previous_Falls
into the Dependent List. '

&2 Admission_Date & Num_Return_ER_Visits Plots...
& Avg temp between 6:54am and 6:54pm h...
% Light_snow_today - Options...

. . . H S d
Each regression analysis will only e oo

< 33. Heavy_Snow_last_48hr
have one dependent variable. But B Hoan S vestardaNotToday

! 1 &5 Any_snow_yesterdayNotToday Factor List:
you might run multiple analyses. & amesnon

If SO, you,ll be “EXplOI‘e”ing more & Avg wind speed between 6:54am and 6:5...
{I Admission_Month

than one variable here. & Admission_Season -

&4 Discharge_Date
f Length of Stay [LOS]

OnCG Selected Clle OK &5 Where the patient came from [Where_patie...
) .

% Did the patient come from home? [Came_f...
&b Sex [Sex] Label Cases by:

& Age ]
~Display
© Both '  Statistics Plots
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You’ll get an output that looks like this:

If the mean and the variance are roughly equal
are equal, you’re probably fine to use

Poisson. If the variance is larger than the

mean, that’s called “overdispersion” and you

have to use negative binomial model.

It’s possible to have “underdispersion”
, but it won’t be by much.

You’d like those numbers to be equal, but close
to equal 1s good enough.

Descriptives

Statistic ~ Std. Error
Num_of_Previous_Falls Mean 1.92 .053
95% Confidence Interval Lower Bound 1.82
for Mean
Upper Bound 2.02
5% Trimmed Mean 1.78
Median 1.00
Variance 1.713
Std. Deviation 1.309
Minimum 0
Maximum 11
Range 11
Interquartile Range 2
Skewness 2.048 .099
Kurtosis 7.708 .197
Num_Return_ER_Visits  Mean .53 .038
95% Confidence Interval  Lower Bound .45
for Mean
Upper Bound .60
5% Trimmed Mean .39
Median .00
Variance .891
Std. Deviation .944
Minimum 0
Maximum 9
Range 9
Interquartile Range 1
Skewness 3.020 .099
Kurtosis 15.463 .197
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With linear and logistic regression, you’ll find them in the “Regression” tab.
You won’t find Poisson or negative binomial regression there. They’re in the
“Generalized Linear Models” tab. Select that option.




There are several options here.

If you’re going to do linear or logistic,
just do those the normal way.

Poisson, negative binomial, or custom
(customizing your negative binomial)
can be done here.

Poisson 1s selected.

We’ll start there.
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Ihu=iilesla Response  Predictors  Model  Estimation  Statistics EM Means  Save  Export

Choose one of the model types listed below or specify a custom combination of distribution and link function.

& Scale Response 4l Ordinal Response
Linear Ordinal logistic
' Gamma with log link ~ Ordinal probit
M Counts O® Binary Response or Events/Trials Data
© Poisson loglinear Binary logistic
' Negative binomial with log link ' Binary probit
B Mixture Interval censored survival

Tweedie with log link

~ Tweedie with identity link

x Custom

Custom

Distribution Normal 2 Link function Identity

Parameter Power
w
¢ Specify value

Value: 1

Estimate value

? Reset Paste Cancel OK



Click on the Response tab at the top. e e Generalized Linear Models
Type of Model Response Predictors  Model Estimation  Statistics EM Means  Save  Export

. . Variables: Dependent Variable
From the Variables list on the left, select : Dependent Variable:
s 1 subject_Number 9 | p |
. Admission_Date
your dependent (outcome) variable. @ Avg temp between 6:5dam and 6:54... -
& Light_snow_today Category order (multinomial only): Ascending a
% :;:\:fs_:m_atst)t?:;hr r Type of Dependent Variable (Binomial Distribution Only)
&> Heavy_Snow_last_48hr *) Binary

% Heavy_Snow_yesterdayNotToday

Reference Category...
&5 Any_snow_yesterdayNotToday

&> Rain_today Number of events occurring in a set of trials
& Avg wind speed between 6:54am an... ~Trials
dAdmission_Month e) Variable

&) Admission_Season I
Discharge_Date » o
& Length of Stay [LOS)

&> Where the patient came from [Where... Fixed value

&5 Did the patient come from home? [Ca... Number of Trials:
&b Sex [Sex]

& Age

4l Decade of life [DecadeOfLife] Scale Weight

&5 Age bracket: every 5 years [Every_Sy... Scale Weight Variable:

&5 Age 80 or older [Age_Threshold_80]
f HENDRICH Fall Risk Score [HENDRIC...
&5 Hendrich Score (High Risk Patients) [...
1l Hendrich NEW Categories [HENDRICH....
& Hendrich_Score_Without_Sex

& Hendrich_Score_Plus_age80

& Hendrich_Score_WithoutSex__PlusAge...

? Reset Paste Cancel OK
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Put that variable in the Dependent Variable N L Generalized Linesr bodels

bOX Type of Model Predictors  Model Estimation  Statistics EM Means  Save  Export
Variables: Dependent Variable
, Discharge_Date « Dependent Variable:
. ,..b’ I
It has to be a count variable. Don’t put a & Length of stay (LOS] e —
. . . & Where the patient came from [Where...
continuous or dichotomous variable there. & Did the patient come from home? [Ca... | Category order (multinomial only) Ascending
Sex [St
ﬁ?:g’;[ = Type of Dependent Variable (Binomial Distribution Only)
, . . 41l Decade of life [DecadeOfLife] *) Binary
What I’ve placed in the dependent box is &b Age bracket. every 5 years (Every_Sy... e
. . & Age 80 or older [Age_Threshold_80]
the number Of tlmes a patlen‘[ has been & HENDRICH Fall Risk Score [HENDRIC... Number of events occurring in a set of trials
. . &5 Hendrich Score (High Risk Patients) [... Yrials
admitted to a hospital for a fall-related el Hendrich NEW Categories [HENDRICH... 3)\Variable
.. & Hendrich_Score_Without_Sex rrials Variable
anury &’ Hendrich_Score_Plus_age80 Ll
&’ Hendrich_Score_WithoutSex__PlusAge... -
&’ Hendrich_Score_WithoutSex_PlusAge8... Fixed value
& HENDRICH_New_Scale_New_Categories Number of Trials

Don’t hit “OK” yet. First, go through all &b Mortalit (1=Deceased) [Deceased]

& Whether patient sustained multiple (...

Of the tabs at the top & Num_Return_ER_Visits Scale Weight
&5 Whether patient returned to the ER fo... Scale Weight Variable:
&’ Total_Previous_and_Return_Falls
&’ Total # of Medications [Total_#_of_M...
&’ Michelle__num_of_meds
&5 Check_these_drug_counts
&’ Number of medications claimed to ca...
&’ Number of medications claimed to ca...
& Taking a drug on the Beers list [Takin...

? Reset Paste Cancel _




Predictors tab.

Now you select your predictors (sometimes
called “independent variables™, but that’s a
bit of a misnomer as these variables aren’t
often independent of each other; if they’re
strongly — or even mediumly — correlated
with each other, they aren’t “independents”
but they’re still predictors).

If you have fewer than 30 total subjects, it’s
a little bit irresponsible to include multiple
predictors. Aim for at least 20 subjects per
variable. 15 1s a little low. 10 is really
pushing it. 50 is great.

Type of Model

Variables:

Generalized Linear Models

Response Model

Estimation Statistics EM Means Save

Export

1l subject_Number

Admission_Date

& Avg temp between 6:54am and 6:54pm https: /...
&> Light_snow_today

&5 Heavy_Snow_today

&> Light_Snow_last_48hr

&> Heavy_Snow_last_48hr

% Heavy_Snow_yesterdayNotToday

&3 Any_snow_yesterdayNotToday

&> Rain_today

d Admission_Month

&> Admission_Season

Discharge_Date

& Length of Stay [LOS)

&5 Where the patient came from [Where_patient_ca...

&b Sex [Sex]

& Age

4l Decade of life [DecadeOfLife]

&5 Age bracket: every 5 years [Every_Syr_of_Life]
&5 Age 80 or older [Age_Threshold_80]

&5 Hendrich Score (High Risk Patients) [HENDRICH_...

& Hendrich_Score_Without_Sex
& Hendrich_Score_Plus_age80
A o a PR aaat

& Avg wind speed between 6:54am and 6:54pm h...

&5 Did the patient come from home? [Came_from_h...

~Offset

f HENDRICH Fall Risk Score [HENDRICHFallRiskSco...

1l Hendrich NEW Categories [HENDRICH_New_Cate...

' Factors:

Options...

# Covariates:

© variable
Offset Variable:

-

| Fixed value
Value:

? Reset Paste Cancel OK
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Put your predictors in the covariates box.
There are conditions in which you might
use “Factors” and “Offset”

Factors: It’s okay to just put them in the
Covariates box.

Offset: Only use this if there’s a problem
with the specified time period, as in: some
subjects have a longer period than others.
For example: What predicts the number of
tournaments an athlete wins? If one has
competed for 2 years and another for 20
years, then the subjects have differing
levels of exposure. Create a variable that
reflects that and put it in the “Offset” box.

Type of Model

Variables:

Response | Predictors | Model

Generalized Linear Models

Estimation Statistics EM Means

|1 Factors:

Save

Export

&> Light_snow_today

&5 Heavy_Snow_today

&> Light_Snow_last_48hr

&> Heavy_Snow_last_48hr

&5 Heavy_Snow_yesterdayNotToday
&5 Any_snow_yesterdayNotToday
&> Rain_today

é’ Avg wind speed between 6:54am and 6:54pm h...

4l Admission_Month
&> Admission_Season
Discharge_Date

é’ Length of Stay [LOS)

6-{;. Where the patient came from [Where_patient_ca...
&5 Did the patient come from home? [Came_from_h...

&5 Sex [Sex]

41l Decade of life [DecadeOfLife]

&-{;. Age bracket: every 5 years [Every_Syr_of_Life]
&5 Age 80 or older [Age_Threshold_80]

Options...

|#” Covariates:
é} HENDRICH Fall Risk Score [HENDRICHFallRiskScore]
é} Age

g{ Taking a drug on the Beers list [Taking_drugs_on_Bee...

IEl " Avg temp between 6:54am and 6:54pm https://www...

6-{;. Hendrich Score (High Risk Patients) [HENDRICH_...

d:l Hendrich NEW Categories [HENDRICH_New_Cate...

é’ Hendrich_Score_Without_Sex
é’ Hendrich_Score_Plus_age80
é’ Hendrich_Score_WithoutSex__PlusAge80

é’ Hendrich_Score_WithoutSex_PlusAge80_PlusCare...

6-{;. HENDRICH_New_Scale_New_Categories
6-{;. Mortality (1=Deceased) [Deceased]

Offset

© variable
Offset Variable:

-

Fixed value

value

6-{;. Whether patient sustained multiple (> 1) previous...
&> .

. e
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Model tab.

[ NON | Generalized Linear Models
.~ Type of Model  Response  Predictors m Estimation  Statistics EM Means  Save  Export
. . . ~Specify Model Effects
See all your predictors listed in the Factors and Covariates: Mode:
» . 0s 9 [ HENDRICHFallRiskScore
Factors and Covariates” box* 7 Age >
|#* Taking_drugs_on_Beers_List
# Temperature ¥
l_ P Build Term(s)
Type:
Main effects
hd
¥
Number of Effects in Model: 0
Build Nested Term
Term:
By * (Within) Add to Model Clear
Include intercept in model
? Reset Paste

Cancel -
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Drag all of them over to the “Model” e e

Generalized Linear Models
box.

Type of Model  Response  Predictors m Estimation  Statistics EM Means

~Specify Model Effects
Factors and Covariates:

Save  Export

Model:
|# HENDRICHFallRiskScore HENDRICHFallRiskScore
| Age Age > 2
K Taking_drugs_on_Beers_List Taking_drugs_on_Beers_List
| Temperature Temperature I
Build Term(s)
Type:
Main effects B
¢
¥
Number of Effects in Model: 4
~Build Nested Term
Term:
By (Within)

Add to Model Clear

Include intercept in model

Reset Paste

Cancel -
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Estimation tab.

Do nothing here. You don’t even have
to click on this one. If you do, feel free
to browse for a minute, and then click
on the next one (Statistics).

/P@@;@@?@@@%@ﬂ@m

[ BON ] Generalized Linear Models
Type of Model Response  Predictors  Model Statistics EM Means  Save  Export

rParameter Estimation

Method r Covariance Matrix
ethod: .
Hybrid © Model-based estimator

~ Robust estimator
Maximum Fisher Scoring Iterations:

i Get initial values for parameter
2ozl U il Fixed value B estimates from a dataset
Value: 1 Initial Values...
rIterations
Maximum Iterations: 100 Check for separation of data points
Maximum Step-Halving: ¢ Starting Iteration: 5

Convergence Criteria

At least one convergence criterion must be specified with a minimum greater than 0.

Minimum: Type:
Change in parameter estimates  1E-006 Absolute B
Change in log-likelihood Absolute
Hessian convergence Absolute ¢

Singularity Tolerance:  1g_12 B

? Reset Paste Cancel ﬁ



Statistics tab.
There’s one option to select here.

Look at the bottom left row of checked
boxes

The last checked box 1s for “Parameter
estimates”. Beneath that box, indented
like a subheading, is an unchecked box
with this option: “Include exponential
parameter estimates”.

Click 1it.

N

N
/

Type of Model Response  Predictors

Generalized Linear Models

Model Estimation m EM Means Save

Export

Model Effects
Analysis Type: Type llI

Chi-square Statistics
O wald

Likelihood ratio

Log-Likelihood Function: Eull u

B Confidence Interval Level (%): g5

Confidence Interval Type
O wald
Profile likelihood

olerance leve 0001

Print
Case processing summary
Descriptive statistics
Model information
Goodness of fit statistics
Model summary statistics
Parameter estimates
Include exponential parameter estimates
Covariance matrix for parameter estimates

Correlation matrix for parameter estimates

? Reset Paste

Contrast coefficient (L) matrices
General estimable functions
Iteration history
Print Interva

1

Lagrange multiplier test of scale
parameter or negative binomial
ancillary parameter

Cancel




The exponential parameter estimates box e e Generalized Linear Models
1S Clleed Type of Model  Response  Predictors  Model  Estimation EM Means  Save  Export

Model Effects

Analysis Type: Type Il B Confidence Interval Level (%): g5
This will give you your “incidence rate . o .
- . . . . - Chi-square Statistics 1 Confidence Interval Type
ratio” (IR R), which is the statistic you O wald O wald
_ Likelihood ratio | _ Profile likelihood

actually report.

Tolerance level: .0001

Log-Likelihood Function: Eull B

Print
Case processing summary Contrast coefficient (L) matrices
Descriptive statistics General estimable functions
Model information Iteration history
Goodness of fit statistics Print Interval:
Model summary statistics Lagrange multiplier test of scale

parameter or negative binomial

Parameter estimates ancillary parameter

Include exponential parameter estimates
Covariance matrix for parameter estimates

Correlation matrix for parameter estimates

? Reset Paste Cancel -
B
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EM Means tab. @@ Generalized Linear Models

Type of Model Response  Predictors Model Estimation  Statistics W Save  Export

Do nothing here. Unless you placed one e e e
of your predictors in the “Factor”
box.
Then you’d just drag that predictor over S
from the left to the right.
But, in general, do nothing here.
Scale

© Compute means for response

Compute means for linear predictor

Least significant difference Display overall estimated mean

? Reset Paste Cancel “




S ave tab [ NON | Generalized Linear Models

~ Type of Model  Response  Predictors Model Estimation  Statistics  EM Means Export

: Save  Item to Save Variable Name or Root... Categories to S...
DO nOthlng _Mirredicted value of mean of response MeanPredicted
| Lower bound of confidence interval for mean of response  CIMeanPredictedLower

Upper bound of confidence interval for mean of response CIMeanPredictedUpper

Predicted category PredictedValue

Predicted value of linear predictor XBPredicted

Estimated standard error of predicted value of linear pre... XBStandardError

Cook's distance CooksDistance

Leverage value Leverage

Residual Residual

Pearson residual PearsonResidual

Standardized Pearson residual StdPearsonResidual

Deviance residual DevianceResidual

Standardized deviance residual StdDevianceResidual

Likelihood residual LikelihoodResidual

Existing Variable with Same Name
© Add suffix to name of new variable (applies only to default names)

" Replace existing variable (applies to both default and user-provided names)
If you provide your own variable names, make sure that they do not conflict with existing variables in the active
dataset. Select the Replace Existing Variable option if you want to overwrite existing variables with the same
user-provided name.

? Reset Paste Cancel -
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EXpOI’t tab [ NON | Generalized Linear Models

. Type of Model  Response  Predictors Model Estimation  Statistics EM Means  Save

DO nOthlng EXCCpt for hlt “OK”. .. | Export model as data

rDestination

which then runs the model you just ) Dataset
created.

Name:

Data file

Browse...

rExport as Data

* Parameter estimates and covariance matrix

Parameter estimates and correlation matrix

| Export model as XML

Browse...

Export as XML

* Parameter estimates and covariance matrix

Parameter estimates only

? Reset Paste Cancel -




c D) : * Generalized Linear Models.
The Output screen Wlll appear‘ GENLIN Num_of_Previous_Falls WITH HENDRICHFallRiskScore Age Taking_drugs_on_Beers_List Temperature

/MODEL HENDRICHFallRiskScore Age Taking_drugs_on_Beers_List Temperature INTERCEPT=YES
. . . . DISTRIBUTION=POISSON LINK=LOG
And gibberish that looks like this /CRITERIA METHOD=FISHER(1) SCALE=1 COVB=MODEL MAXITERATIONS=100 MAXSTEPHALVING=5
) ) PCONVERGE=1E-006 (ABSOLUTE) SINGULAR=1E-@12 ANALYSISTYPE=3(WALD) CILEVEL=95 CITYPE=WALD
will appear at the top of it. LIKELTHOOD=FULL
/MISSING CLASSMISSING=EXCLUDE
/PRINT CPS DESCRIPTIVES MODELINFO FIT SUMMARY SOLUTION (EXPONENTIATED).

Ignore it
Generalized Linear Models

Model Information

Dependent Variable Num_of_Previous_Falls

But some Of the Stuff that fOHOWS Probability Distribution  Poisson
1s important.

Link Function Log

Case Processing

Summary
N Percent
Included 593 96.4%
Excluded 22 3.6%

Total 615 100.0%




This is just means and standard
deviations. Good to know, but you
should already know all of this from
running your descriptives

and t-tests

Continuous Variable Information

Std.
N Minimum Maximum Mean Deviation

Dependent Variable  Num_of_Previous_Falls 593 0 11 1.91 1.313
Covariate HENDRICH Fall Risk 593 0 14 2.46 2.715

Score

Age 593 65 101 79.95 9.082

Taking a drug on the 593 0 1 .49 .500

Beers list

Avg temp between 6: 593 3.0 84.4 49.799 20.2321

54am and 6:54pm
https: //www.
timeanddate.
com/weather/usa/india
napolis/historic?
month=1&year=2015




Goodness of Fit box.

Goodness of fit means the values you observe
in your sample match the values you’d expect
to find in the population.

You want the Deviance row

to be around 1.
If it’s too big, switch to a negative binomial
regression.

Also, you want the AIC and BIC to be low.
These values appear huge, but they’re not.
“Huge” 1s relative. This is okay.

Goodness of Fit?

Value df Value/df
Deviance 303.484 588 .516
Scaled Deviance 303.484 588
Pearson Chi-Square 344.452 588 .586
Scaled Pearson Chi- 344.452 588
Square
Log Likelihood"® -869.642
Akaike's Information 1749.283

Criterion (AIC)
Finite Sample Corrected 1749.385

AIC (AICC)

Bayesian Information 1771.209
Criterion (BIC)

Consistent AIC (CAIC) 1776.209

Dependent Variable: Num_of_Previous_Falls

Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a
drug on the Beers list, Avg temp between 6:54am and 6:
54pm https://www.timeanddate.
com/weather/usa/indianapolis/historic?
month=1&year=2015

a. Information criteria are in smaller-is-better form.

b. The full log likelihood function is displayed and used
in computing information criteria.



Omnibus Test box.
This 1s another “Goodness of fit” statistic.

Does our model predict our

outcome better than a model with no predictors in it
?

The omnibus test just says whether this model
is better than the null model.

In this case (p<0.001), 1t’s way better than the null model.
So we have an improvement in “fitness”. We have “goodness
of fit”. It’s significant. That’s all you care about.

Omnibus Test?

Likelihood
Ratio Chi-
Square df Sig.
135.405 4 .000

Dependent Variable:

Num_of Previous_Falls

Model: (Intercept), HENDRICH Fall
Risk Score, Age, Taking a drug on
the Beers list, Avg temp between 6:
54am and 6:54pm https://www.
timeanddate.
com/weather/usa/indianapolis/histo
ric’month=1&year=2015

a. Compares the fitted model
against the intercept-only
model.



Parameter Estimates:

The B on the left. This is the
unstandardized regression
coefficient. It represents the
predicted change in expected
log counts of the dependent
variable

Parameter Estimates
95% Wald Confidence Interval

95% Wald Confidence Interval Hypothesis Test for Exp(B)
Wald Chi-

Parameter B Std. Error Lower Upper Square df Sig. Exp(B) Lower Upper
(Intercept) -.136 .2763 -.677 406 242 1 .623 .873 .508 1.500
HENDRICH Fall Risk .097 .0099 .077 .116 94.798 1 .000 1.102 1.080 1.123
Score
Age .008 .0034 .002 .015 6.158 1 .013 1.008 1.002 1.015
Taking a drug on the .115 .0601 -.003 .233 3.660 1 .056 1.122 .997 1.262
Beers list
Avg temp between 6: -.005 .0015 -.008 -.002 10.257 1 .001 .995 .992 .998
54am and 6:54pm
https: //www.

timeanddate.
com/weather/usa/india
napolis/historic?
month=1&year=2015

(Scale) 12

Dependent Variable: Num_of_Previous_Falls
Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a drug on the Beers list, Avg temp between 6:54am and 6:54pm https://www.timeanddate.
com/weather/usa/indianapolis/historic?month=1&year=2015

a. Fixed at the displayed value.

For each one unit increase in the predictor variable ,
you get the B value of predicted change in the expected log count of your dependent
variable. That’s sort of gibberish. Just think of it this way: if the number is positive,
then the relationship is positive. Predictor goes up, count goes up. Predictor goes
down, count goes down. A negative value is the inverse of that.



Parameter Estimates: Parameter Estimates

95% Wald Confidence Interval

95% Wald Confidence Interval Hypothesis Test for Exp(B)
Wald Chi-

Parameter B Std. Error Lower Upper Square df Sig. Exp(B) Lower Upper
The I"eal ﬁndlng 1S EXp(B), (Intercept) -.136 .2763 -.677 .406 .242 1 .623 .873 .508 1.500
. . . HENDRICH Fall Risk .097 .0099 .077 .116 94.798 1 .000 1.102 1.080 1.123
1.e., exponentiation of beta. Score

s . Age .008 .0034 .002 .015 6.158 1 .013 1.008 1.002 1.015

But you don’t report 1t as Taking a drug on the 115 .0601 -.003 233 3.660 1 056  1.122 997 1.262

Beers list
Exp(B); report 1t as IRR Avg temp between 6: ~.005 .0015 -.008 -.002 10.257 1 .001 995 992 .998

2 2

54am and 6:54pm
b < < https: //www.
1.e., Incidence Rate Ratio. ity

com/weather/usa/india

napolis/historic?

month=1&year=2015
Just as the Exp(B) in a (scale) 12

. . . Dependent Variable: Num_of_Previous_Falls

Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a drug on the Beers list, Avg temp between 6:54am and 6:54pm https://www.timeanddate.

IOgIStIC regreSSIOn gets com/weather/usa/indianapolis/historic?month=1&year=2015

reported as the Odds I‘atlo a. Fixed at the displayed value.
(OR), this is reported as
the IRR.

Take your dependent variable

and multiply that number by the IRR. If the IRR is less than 1, that would be
a reduction in the frequency of occurrences. If it’s positive, that would increase the
frequency of occurrences.




Parameter Estimates: Parameter Estimates

95% Wald Confidence Interval

95% Wald Confidence Interval Hypothesis Test for Exp(B)
Wald Chi-
Parameter B Std. Error Lower Upper Square df Sig. Exp(B) Lower Upper
What you actually I‘eport (Intercept) -.136 2763 -.677 406 242 1 623 873 508 1.500
o \ HENDRICH Fall Risk .097 .0099 .077 .116 94.798 1 .000 1.102 1.080 1.123
depends on what variable score
ZAge .008 .0034 .002 .015 6.158 1 .013 1.008 1.002 1.015
you carc about. Taking a drug on the 115 .0601 -.003 233 3.660 1 056  1.122 997 1.262
Beers list
Avg temp between 6: -.005 .0015 -.008 -.002 10.257 1 .001 .995 .992 .998
54am and 6:54pm
. . https: //www.
In this list, there are four fimeanddate.
. com/weather/usa/india
napolis/historic?
predictors. These napolisfhistoric? 15
(Scale) 12

Dependent Variable: Num_of_Previous_Falls
Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a drug on the Beers list, Avg temp between 6:54am and 6:54pm https://www.timeanddate.
com/weather/usa/indianapolis/historic?month=1&year=2015

a. Fixed at the displayed value.

We want to know the effect of each of those predictors
on the dependent variable’s frequency of occurrences :




Parameter Estimates: Parameter Estimates

95% Wald Confidence Interval

95% Wald Confidence Interval Hypothesis Test for Exp(B)
Wald Chi-

Parameter Square df Sig. Exp(B) Lower Upper
Ignore these six columns: T 1] 623 873 508 1.500

HENDRICH Fall Risk .000 1.102 1.080 1.123

Score

Age .013 1.008 1.002 1.015

Taking a drug on the 1 .056 1.122 .997 1.262

Beers list

Avg temp between 6: 1 .001 .995 .992 .998

54am and 6:54pm
https: //www.
timeanddate.
com/weather/usa/india
napolis/historic?
month=1&year=2015

(Scale)

Dependent Variable: Num_of_Previous_Falls 4 W/ A \
Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a drug on the Beers list, Avg temp between 6:54am and 6:54pm https://www.timeanddate.
com/weather/usa/indianapolis/historic?month=1&year=2015

a. Fixed at the displayed value.

Those columns offer some information, but nothing you will report.




Parameter Estimates:

The last four columns provide
the data you will report:

Parameter Estimates

95% Wald Confidence Interval
for Exp(B)

Parameter Sig. Exp(B) Lower Upper
(Intercept) .623 .873 .508 1.500
HENDRICH Fall Risk .000 1.102 1.080 1.123
Score

Age .013 1.008 1.002 1.015
Taking a drug on the .056 1.122 .997 1.262
Beers list

Avg temp between 6: .001 .995 .992 .998
54am and 6:54pm

https: //www.

timeanddate.
com/weather/usa/india
napolis/historic?
month=1&year=2015

(Scale)

Dependent Variable: Num_of_Previous_Falls
Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a drug on the Beers list, Avg temp between 6:54am and 6:54pm https://www.timeanddate.
com/weather/usa/indianapolis/historic?month=1&year=2015

a. Fixed at the displayed value.

Each of the four predictor variables has a different effect on the dependent variable.
For example: Age. For each additional year of age

, we expect patients to experience a 0.8% increase in the number of falls.
The “Sig.” column provides a p-value, which is our confidence that this prediction
applies to the larger population, and not just our sample. In this case, if the null
hypothesis were true , there 1s a
1.3% chance we would have observed an effect on the IRR this large or larger.



Parameter Estimates:

The last two columns provide
the 95% confidence interval
for the IRR.

Parameter Estimates

95% Wald Confidence Interval
for Exp(B)

Parameter Sig. Exp(B) Lower Upper
(Intercept) .623 .873 .508 1.500
HENDRICH Fall Risk .000 1.102 1.080 1.123
Score

Age | 013 1008 |  1.002 1.015 1
Taking a drug on the .056 1.122 .997 1.262
Beers list

Avg temp between 6: .001 .995 .992 .998
54am and 6:54pm

https: //www.

timeanddate.
com/weather/usa/india
napolis/historic?
month=1&year=2015

(Scale)

Dependent Variable: Num_of_Previous_Falls
Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a drug on the Beers list, Avg temp between 6:54am and 6:54pm https://www.timeanddate.
com/weather/usa/indianapolis/historic?month=1&year=2015

a. Fixed at the displayed value.

The 95% confidence interval means we’re 95% sure that the true IRR in the actual
population falls between 0.2% and 1.5%. So for each additional year of age, holding
constant the other three predictors, we’re pretty sure that
patients in the larger population will experience between
0.2% more and 1.5% more falls.



Parameter Estimates:

Interpret the other predictors
the same way.

Parameter Estimates

95% Wald Confidence Interval
for Exp(B)

Parameter Sig. Exp(B) Lower Upper
(Intercept) .623 .873 .508 1.500
HENDRICH Fall Risk .000 1.102 1.080 1.123
Score

Age__ .013 1.008 1.002 1.015
Taking a drug on the .056 1.122 .997 1.262
Beers list

Avg temp between 6: .001 .995 .992 .998
54am and 6:54pm

https: //www.

timeanddate.
com/weather/usa/india
napolis/historic?
month=1&year=2015

(Scale)

Dependent Variable: Num_of_Previous_Falls
Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a drug on the Beers list, Avg temp between 6:54am and 6:54pm https://www.timeanddate.
com/weather/usa/indianapolis/historic?month=1&year=2015

a. Fixed at the displayed value.

If what you care about is the effect of drugs, then look at the drug row.

Holding the other three predictors constant, if a patient is taking a drug on that list

, that predicts an
IRR% increase in the number of falls experienced over the specified period. Notice
the p-value 1sn’t quite “significant” though. Rather, it’s “trending”



Parameter Estimates:

Ifthe IRR 1slessthan 1...

Parameter Estimates
95% Wald Confidence Interval

95% Wald Confidence Interval Hypothesis Test for Exp(B)
Wald Chi-

Parameter B Std. Error Lower Upper Square df Sig. Exp(B) Lower Upper
(Intercept) -.136 .2763 -.677 406 242 1 .623 .873 .508 1.500
HENDRICH Fall Risk .097 .0099 .077 .116 94.798 1 .000 1.102 1.080 1.123
Score
Age .008 .0034 .002 .015 6.158 1 .013 1.008 1.002 1.015
Taking a drug on the .115 .0601 -.003 .233 3.660 1 .056 1.122 .997 1.262
Beers list
Avg temp between 6: -.005 .0015 -.008 -.002 10.257 1 .001 .995 .992 .998
54am and 6:54pm
https: //www.

timeanddate.
com/weather/usa/india
napolis/historic?
month=1&year=2015

(Scale) 12

Dependent Variable: Num_of_Previous_Falls
Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a drug on the Beers list, Avg temp between 6:54am and 6:54pm https://www.timeanddate.
com/weather/usa/indianapolis/historic?month=1&year=2015

a. Fixed at the displayed value.

Notice the IRR of ambient temperature is less than 1. That means the frequency that
the dependent variable occurs goes down. If the IRR were .500, that would be a 50%
reduction in the number of occurrences. If the IRR were .800, that would be a 20%
reduction. If it were .990, that’s a 1% reduction. You can’t have an IRR less than O.
Anything between 0 and .999 means you’re reducing the incidence. Anything over 1
means you’re increasing the incidence.



Let’s look at another set of outcomes.

We’ll use the same database. And the same dependent variable.
But use a different set of predictors.

So the regression model will be familiar, but entirely new.

So the following outputs are from an entirely new Poisson regression,
run in the exact same way, just containing different predictors.




Here are the means and standard deviations
for the dependent variable and the seven
predictors used in this model:

Continuous Variable Information

Std.
N Minimum  Maximum Mean Deviation

Dependent Variable  Num_of_Previous_Falls 593 0 11 1.91 1.313
Covariate Admission_Month 593 1 12 6.50 3.919

Age 593 65 101 79.95 9.082

SelfReport_PoorBalance_ 593 0 1 .03 .167

NotAsked

LightheadednessDuring 593 0 1 .13 .342

Appointment

Cognitive Struggles 593 0 1 .25 431

(Coded: 0/1)

Dementia 593 1 .12 .325

DIABETES: Rapid-acting 593 1 .04 .205

insulin (glulisine, aspart,
humalog, novolog)
(no=0; yes=1)




Here’s the Goodness of Fit table.

Goodness of Fit?

Value df Value/df
Again, you’re looking at that top right number Deviance 344.043 585  .588
Scaled Deviance 344.043 585
and at AIC and BIC, making sure they’re e r;:ahrlsj: o ::221 z: o
not huge. e —
Log Likelihood -889.921
Akaike's Information 1795.841

Criterion (AIC)
Finite Sample Corrected 1796.088

AIC (AICO)

Bayesian Information 1830.923
Criterion (BIC)

Consistent AIC (CAIC) 1838.923

Dependent Variable: Num_of_Previous_Falls

Model: (Intercept), Admission_Month, Age, Dementia,
SelfReport_PoorBalance_NotAsked,
LightheadednessDuringAppointment, Cognitive Struggles
(Coded: 0/1), DIABETES: Rapid-acting insulin (glulisine,
aspart, humalog, novolog) (no=0; yes=1)

a. Information criteria are in smaller-is-better form.

b. The full log likelihood function is displayed and used
in computing information criteria.




Here’s the Omnibus Test.

Because p<0.05 (its less than 0.001 here), this
collection of predictors is better than the null
model. There is improvement in “fitness”.

Omnibus Test?

Likelihood
Ratio Chi-
Square df Sig.
94.847 7 .000

Dependent Variable:
Num_of_Previous_Falls

Model: (Intercept),
Admission_Month, Age, Dementia,
SelfReport_PoorBalance_NotAsked,
LightheadednessDuringAppointment
, Cognitive Struggles (Coded: 0/1),
DIABETES: Rapid-acting insulin
(glulisine, aspart, humalog, novolog)
(no=0; yes=1)

a. Compares the fitted model
against the intercept-only
model.



And here are the Parameter Estimates.

This is the table of values you report. Parameter Estimates
95% Wald Confidence Interval
95% Wald Confidence Interval Hypothesis Test for Exp(B)
Wald Chi-
Parameter B Std. Error Lower Upper Square df Sig. Exp(B) Lower Upper
Remember: You on]y need to know (Intercept) 051 2823 ~503 604 032 1 858 1052 605 1.829
. . Admission_Month -.025 .0079 -.041 -.010 10.329 1 .001 975 .960 .990
the last four columns in this table: Age .007 .0035 .000 014 4.378 1 036 1.007 1.000 1.014
Dementia 232 .1049 .027 438 4.912 1 .027 1.262 1.027 1.549
pyp . . SelfReport_PoorBalance_ .286 .1415 .009 .564 4.095 1 .043 1.332 1.009 1.757
Sig.” (i.e., p-value) NotAsked
LightheadednessDuring .198 .0821 .037 .359 5.820 1 .016 1.219 1.038 1.432
“E 29 . Appointment
xp(B)” (i.e., IRR)
p e 2 (ngc;\it(ijveOSt{l)Jggles 237 .0874 .066 .409 7.372 1 .007 1.268 1.068 1.505
0 oded: 0/
BOttom Of the 95 A) CI DIAI?ET(ESI: IRapid—acting 317 .1265 .069 .565 6.259 1 012 1.372 1.071 1.759
insulin (glulisine, aspart,
Top of the 95% CI
(no=0; yes=1)
(Scale) 12

Dependent Variable: Num_of_Previous_Falls
Model: (Intercept), Admission_Month, Age, Dementia, SelfReport_PoorBalance_NotAsked, LightheadednessDuringAppointment, Cognitive Struggles (Coded: 0/1),
DIABETES: Rapid-acting insulin (glulisine, aspart, humalog, novolog) (no=0; yes=1)

a. Fixed at the displayed value.




And here are the Parameter Estimates.

This is the table of values you report.

Interpretation of a single row (you
can interpret every other row in the
same way): Dementia. If dementia
is the variable of interest, you report:
Holding the other five predictors
(age, poor balance, etc.) constant,
having dementia predicts a 26.2%
increase in the number of previous
hospitalizations for falls (p=0.027;
95% CI of IRR: 1.027 to 1.549).

Parameter Estimates

95% Wald Confidence Interval

95% Wald Confidence Interval Hypothesis Test for Exp(B)
Wald Chi-

Parameter B Std. Error Lower Upper Square df Sig. Exp(B) Lower Upper
(Intercept) .051 .2823 -.503 .604 .032 1 .858 1.052 .605 1.829
Admission_Month -.025 .0079 -.041 -.010 10.329 1 .001 975 .960 .990
Age .007 .0035 .000 .014 4.378 1 .036 1.007 1.000 1.014
Dementia 232 .1049 .027 438 4.912 1 .027 1.262 1.027 1.549
SelfReport_PoorBalance_ .286 .1415 .009 .564 4.095 1 .043 1.332 1.009 1.757
NotAsked
LightheadednessDuring .198 .0821 .037 .359 5.820 1 .016 1.219 1.038 1.432
Appointment
Cognitive Struggles 237 .0874 .066 409 7.372 1 .007 1.268 1.068 1.505
(Coded: 0/1)
DIABETES: Rapid-acting 317 .1265 .069 .565 6.259 1 012 1.372 1.071 1.759

insulin (glulisine, aspart,
humalog, novolog)
(no=0; yes=1)

(Scale) 12

Dependent Variable: Num_of_Previous_Falls

Model: (Intercept), Admission_Month, Age, Dementia, SelfReport_PoorBalance_NotAsked, LightheadednessDuringAppointment, Cognitive Struggles (Coded: 0/1),
DIABETES: Rapid-acting insulin (glulisine, aspart, humalog, novolog) (no=0; yes=1)

a. Fixed at the displayed value.



What if there is overdispersion and a negative binomial regression
needs to be run?

[ JOX ) Generalized Linear Models

WL/l Response  Predictors  Model  Estimation  Statistics  EM Means  Save  Export

Choose one of the model types listed below or specify a custom combination of distribution and link function.

& Scale Response Jll Ordinal Response
© Linear Ordinal logistic
Gamma with log link Ordinal probit
T Counts O® Binary Response or Events/Trials Data
O en u a Generalized Linear Poisson loglinear Binary logistic
p p Negative binomial with log link Binary probit

Model and go to the Type of e et cersred s

Tweedie with log link

Model tab. It’ll look like this: Tweedie with identity link

>3
?»\_ Custom

Custom

Distribution: Nemmel Link function: Identity

Parameter
Power:

Specify value
Value: 1

Estimate value

? Reset Paste Cancel oK




What if there is overdispersion and a negative binomial regression
needs to be run?

[ JOX ) Generalized Linear Models

Select “Custom” 1in the Custom

W Response  Predictors  Model Estimation  Statistics EM Means  Save  Export

Sectlon. Choose one of the model types listed below or specify a custom combination of distribution and link function.
& Scale Response d:i Ordinal Response
Linear Ordinal logistic
Select “Negatlve Blnomlal,, ln Gamma with log link Ordinal probit
. . . . T Counts O® Binary Response or Events/Trials Data
the Dlstrlbutlon Sectlon. Poisson loglinear Binary logistic
Negative binomial with log link Binary probit

Interval censored survival

¥ Mixture

And Select “Log,, in the Link Tweedie with log link
function Section. Tweedie with identity link

.4
f* Custom

© custom

[ <>

Distribution: Negative binomial Link function: Log

Parameter
© Specify value

Power:

Value: 1

Estimate value

? Reset Paste Cancel oK




Then fill out all the other tabs exactly as you did before and hit OK.

*  We’re using the same predictors as we did in our first Poisson regression

Parameter
(Intercept) These are the four predictors. In regression models,
\ HENDRICH Fall Risk “independents” are generally referred to as “predictors”
2 Age owing to the fact that they might not be independent of
Taking a drug on the each other. Predictor is a better term.
Beers list

Avg temp between 6: ; ’ ; . . . . .
=4 miaid 6 5 4pin The only thing we’re changing in this model is making it

https://www. : : ] ”
L negative binomial as opposed to Poisson. The dependent

com/weather/usa/india  variable and predictors are identical.
napolis/historic?

month=1&year=2015




Outputs:

*  Your “Model Information” box (first box you encounter) will reflect
a negative binomial regression

Generalized Linear Models

Model Information

Dependent Variable Num_of_Previous_Falls
Probability Distribution  Negative binomial (1)

Link Function Log




Outputs:

* In the “Goodness of Fit” box, you’ll have new fitness values:

Goodness of Fit? Goodness of Fit?

Value df Value/df Value df Value/df
In this case, the Poisson is Deviance 303.484 588 516 "o  Deviance 95.694 388 163
b t th h t Scaled Deviance 303.484 588 Fg Scaled Deviance 95.694 588
et cr an t c nega 1vEe Pearson Chi-Square 344.452 588 586 E Pearson Chi-Square 112.410 588 .191
. . . T Scaled Pearson Chi- 112.410 588
blnomlal model. = g‘cqa;l::ie Pearson Chi 344.452 588 ST
"8 Log Likelihood® 869,642 Log Likelihood"® -1088.181
Look at AIC, BIC, and ratio of E Akaike's Information 1749.283 Akaike's Information 2186.362
deviance to degrees of freedom Criterion (A1 crterion (19
ar . - Finite Sample Corrected 2186.464
Finite Sample Corrected 1749.385 P
All of those are better AIC (AICC) AIC (AICC)
Bayesian Information 1771.209 Bayesian Information 2208.288
Criterion (BIC) Criterion (BIC)
in the Poisson. Consistent AIC (CAIC) 1776.209 Consistent AIC (CAIC) 2213.288
Dependent Variable: Num_of_Previous_Falls Dependent Variable: Num_of_Previous_Falls .
EaCh Of those Values Would be TU Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a zllodel: (|$er§ept>1|HENADR|SH Faltl) Rtl\i/k Scogesvfge- Tadk'gg a
: : . H drug on the Beers list, Avg temp between 6:54am and 6: rug on tne beers list, Avg temp between b:>4am and 6:
dlfferent lfyou set the dlsperSIOH E 54pgm https://www.timea?lddati. 54P;’” htt%s:///WW\;{.t(ijmeandcli_atﬁ]._ - he 18 2015
3 * com/weather/usa/indianapolis/historic? com/weather/usa/indianapolis/historic’month=1&year=
parameter to 0 instead of 1. D vear= 2015 R _
— (D) a. Information criteria are in smaller-is-better form.
O a. Information criteria are in smaller-is-better form. z b. The fuII_Iog'IikeIihoqd fun_ctiqn is displayed and used in
b. The full log likelihood function is displayed and used computing information criteria.

in computing information criteria.




Outputs:

* You’ll have new Parameter Estimates Original model:

Parameter Estimates
95% Wald Confidence Interval

95% Wald Confidence Interval Hypothesis Test for Exp(B)
Wald Chi-
. . . Parameter B Std. Error Lower Upper Square df Sig. Exp(B) Lower Upper
Th f h b d h t k d f d 1 (Intercept) -.136 2763 -.677 .406 242 1 .623 .873 .508 1.500
e Slgnl lcance C anges ase On W a ln 0 mo e lS-IENDRICH Fall Risk .097 .0099 077 .116 94.798 1 .000 1.102 1.080 1.123
core
? 1 Th 1 1 l d l 1 b tt Age .008 .0034 .002 .015 6.158 1 .013 1.008 1.002 1.015
you re runnlng' e Orlglna mo e ls e er' ;I;akingl_a drug on the 115 .0601 -.003 .233 3.660 1 .056 1.122 997 1.262
eers list

Avg temp between 6: -.005 .0015 -.008 -.002 10.257 1 .001 1995 1992 .998

54am and 6:54pm

https:/ /www.

timeanddate.

Again: Incidence Rate Ratio is the important statistic. s

month=1&year=2015

Changes in IRR mean that for every one unit increase e AT L

Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a drug on the Beers list, Avg temp between 6:54am and 6:54pm https://www.timeanddate.

com/weather/usa/indianapolis/historic’month=1&year=2015

in predictor variable, you multiply the frequency of the L P e s i,

event happening by

that number. So a value of 1 means no changes in New model:

incidence rate :

Value of less than 1 means incidence rate decreases. sl ot e

Parameter Estimates

Wald Chi-
. . . Parameter B Std. Error Lower Upper Square df Sig. Exp(B) Lower Upper
)

More than 1: incidence rate increases. T [ T o e
HENDRICH Fall Risk .105 .0196 .066 .143 28.672 1 .000 1.110 1.069 1.154
Score
Age .008 .0058 -.003 .020 2.056 1 .152 1.008 .997 1.020
Taking a drug on the L1111 .1038 -.093 314 1.137 1 .286 1.117 911 1.369
Beers list
Avg temp between 6 -.004 .0026 -.009 .001 2.772 1 .096 .996 .991 1.001
S54am and 6:54pm

https://www.
timeanddate.
com/weather/usa/india
napolis/historic?
month=1&year=2015

(Scale) 1?

(Negative binomial) 1@

Dependent Variable: Num_of_Previous_Falls
Model: (Intercept), HENDRICH Fall Risk Score, Age, Taking a drug on the Beers list, Avg temp between 6:54am and 6:54pm https: / /www.timeanddate.
com/weather/usa/indianapolis/historicZmonth=1&year=2015

a. Fixed at the displayed value.




Decide which model type 1S most
appropriate based on distribution of data

and not by which model
gives you more encouraging p-values.




