
Initial Analyses: Bivariate Correlations
Before doing any reportable analyses (what you’ll write about in your results section),
you’ll want to explore your data, appraising what’s in it and identifying any relationships
it might be hiding (what “they might be hiding” if we’re sticklers with the “data is plural”
grammar). Uncovering these relationships will help provide creativity in devising research
questions and guide the creation of final statistical models.



When you open a database,
there are two views: “Data 
View” and “Variable View”.
The latter is pictured here.
It’s a list of every variable in 
the database, and the qualities 
of those variables (e.g,. scale 
or categorical, how categorical 
variables are coded, how many 
numbers after the decimal in a 
scale variable, etc.). 

Look at the bottom:



You have to assign all of these 
identities yourself. If a variable 
has continuous values (e.g., 
age), select “Scale” in the 
“Measure” column.  If it’s 
categorical (e.g., sex), select 
“Nominal”.  If men are coded 
as 0 and women are coded as 
1, enter those identities in the 
“Values” columns.

The types of data in SPSS are 
nominal, ordinal, and “scale”



This is the Data View:

The Data View shows 
the actual values of 
each variable in the 
database.



Every database will need a lot of tidying before you can 
run your first analysis.  Here’s a second database:

“Variable View”.

All identities in the 
“Values” column must 
be created; all labels in 
the “Measure” column 
must be assigned.



Every database will need a lot of tidying before you can 
run your first analysis.  Here’s a second database:

“Data View”.  

This is the meat of your 
database (the actual 
data), but you can’t do 
anything with it until 
the “Variable View” is 
complete.



Run your analyses using this menu bar 



A good first analysis to run (to 
identify possible relationships 
between your variables) is a 
simple correlation table.



Every variable in the 
entire database will 
appear in the left 
column.  



Move every variable of 
interest into the right 
column.  No pointless 
data (e.g., subject ID); 
just values that matter.  
Scale and nominal 
both.  Every variable 
you care about.

Then click OK.



SPSS will create a 
giant output table.



Here’s a closer look at a correlation table



Age is inversely related to pulse (r = -0.192; 
p < 0.001).  In other words: as age increases, 
pulse decreases.  In this sample.  The p-value 
indicates confidence that this correlation 
reflects a relationship (at least this strong) in   
the larger population.  Age is also positively 
correlated with systolic blood pressure (r =
0.282; p < 0.001).  As age increases, so does 
systolic pressure.  Systolic and diastolic 
pressure are also positively correlated (r =
0.601; p < 0.001).  As one increases, so does 
the other… very strongly.  



Pulse is significantly (i.e., p < 0.05) related to 
diastolic pressure (p < 0.001) but not systolic 
pressure (p = 0.808).

The p-value means, if the null hypothesis is 
true (i.e., pulse and pressure have nothing to 
do with each other in the larger population), 
then there is less than a 0.1% chance you 
would have observed a correlation with 
systolic pressure of r = 0.288 or stronger.  
And there is an 80.8% chance you would 
have observed a correlation with diastolic 
pressure of r = -0.005 or something more 
extreme than that.



When continuous variables are correlated 
with other continuous variables, the values 
provided are called Pearson correlation 
coefficients.  Here’s a visual representation 
of those values:

When continuous variables are correlated 
with binary values (e.g., sex of the subject), 
the values provided are called point-biserial 
correlations.  The correlation is still listed in 
the table as a “Pearson Correlation”, but the 
value is a point-biserial correlation.  When 
reporting it, you say rpb = 0.xxx instead of     
r = 0.xxx.



When examining the association between 
two dichotomous variables, the correlation 
is called Phi.  

American and Greek pronunciation: fee.
Pronunciation among English folk: fye.

When examining the association between 
two categorical variables that have more than 
two categories, Cramer’s V is the appropriate 
statistic.

Pearson and point-biserial correlations are 
calculated in the bivariate table.  Phi and 
Cramer’s V are better calculated elsewhere.  



The significant correlations can help guide 
creativity, as in: “I wonder why heart rate 
has an isolated relationship with diastolic 
pressure?”  Ideas like that may merit further 
exploration.

Significant correlations are also helpful in 
guiding the creation of your final statistical 
models.  If your research question is “What 
predicts systolic blood pressure?”, you would 
be wise to control for age, as its relationship 
with systolic pressure is significant.



It is unlikely that you’ll use simple correlations as final models,
so it is unlikely that you’ll be reporting these values anywhere.
But evaluating the relevant correlations that exist in your database
(specifically, their directions and strengths) provides information
that will enhance the breadth and precision of your analyses.


